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SEDC’s Cyber Resilience Initiative (CRI)

People

ProcessesTechnology



• Module 1  - Implementing Incident Management Plan 

• Module 2  - Tabletop exercise (TTX)

• Module 3  - Exercises review, closing discussion

Agenda



• Resources for preparing plan

• Types of Information Security Incidents

• Incident response methodology (NIST)

• Incident response phases

• Incident response preparation

Module 1
Implementing Incident Management Plan



• Computer Security Incident Handling Guide 
NIST  800-61 Revision 2

• Information Security Program Library (ISPL SEDC)
https://www.sedata.com/ispl-v1-1-package/

• NRECA – RC3 Tabletop Exercise (TTX) Toolkit

• APPA - Cyber Incident Playbook
https://www.publicpower.org/resource/public-power-cyber-incident-response-playbook

Resources for 
Implementing Incident Management Plan



The most popular methodology:

Incident Response Methodology 



Information Security Incident - a wide variety of events 
which may impact confidentiality, integrity or availability of 
information stored by the utility

Examples of information security incidents include:
• Malware or virus detection on workstation or server
• Unauthorized access to computers or facilities by current 

or former employee
• Data breach and stealing confidential information   (i.e., 

personally identifiable information, credit card 
information)

Types of Information Security Incidents



I. Preparation
– Adopt policy, procedure and plan
– Define incident response team
– Prepare communication lists and tool

II. Detection and analysis
– Analyze reported suspicious activities
– Determine impact categories

III. Containment, eradication and recovery
– Isolate impacted systems
– Removing elements of the threat from the systems
– Return all systems to original functionality

IV. Post-incident activities
– Perform a detailed investigation of the incident, to devise approaches for 

prevention of similar incidents in the future

Incident Response Phases



Incident Response Phases

http://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-61r2.pdf



• Implement policy, plan, procedure guidelines

• Prepare tools

• Conduct Tabletop Exercise (TTX) on annual basis

– Adjust processes and documentation

– Maintain and update incident response tools

Phase 1:  Incident Response Preparation



SEDC’s Information Security Program Library is a 
best practices collection of Cybersecurity 
Policies, Procedures, & Guidelines

• ISPL v1.0 introduced at UC2016

• ISPL v1.1 distributed publicly Feb. 2017

• ISPL v2.0 available now on The Bridge

Processes: ISPL



ISPL – Incident Response
• Documents examples:

– Information Security Incident Policy
• Incident Response Plan

• Incident Response Form

• Incident Response Contact List



1. Adopt Incident Management Policy  
2. Adopt Incident Response Plan

A. Establish Response Team and define roles
B. Define communication guidelines

• Internal and external contact list (call tree)
• External communication requirements

C. Define detection capabilities (in-house or contractor)
D. Define analysis capabilities (in-house or contractor)
E. Define tools for incident response (disk images, etc.)

3. Conduct tabletop exercise

IR Plan Implementation Steps



IR: Team and Roles

Example:



IR: Documenting All Activities

• ISPL includes templates:

– Incident Management Policy

– Incident Response Plan

– Incident Response Form

• Incident Handling Checklist

• Following the processes, collecting data and 
documenting 
– Create standardized reports rather than random formats





Phase 2: Incident Detection
Two categories of signs of incidents:  precursors and indicators

• Precursor - an incident that may occur in the future, Indication of 

Attack (IOA)
o Email from hacktivist group saying that they are preparing attack

o Information about new malware which use vulnerability also presented in 

our system

o Indication from system log about logging attempts from foreign IP address

• Indicator - an incident may have occurred or may be occurring now, 

Indication of Compromise (IOC)
o Alert from antivirus software

o Alert from IDS system showing Command and Control (CC) communication



Incident Detection - Example

SEDC MSS has detected suspicious network activity:
• Workstation ENG2015A made several DNS requests:

– pzvtyiahfyayvew.net

– ichnzsgfoaxnjo.net

– ordixfydmfppfvqj.net

– sqvobgvnklavmucqe.net

– ncsiifdfdvgsk.net

• MSS IDS interpreted this as a possible TROJAN Zeus GameOver DGA 
communication

• What we do next?



Incident Detection - Example



Incident Analysis

• Possible to have some (or many) false positive indicators, 
which should be also documented 

• Even with correct indicators, may not be security issue (i.e., 
disk failed on the server)

• May require event correlation between many sources

• Really need SIEM or other tools for correlating between 
information collected from different cybersecurity products



Incident Analysis - Example

• Let’s check computer ENG2015A

• We use Malwarebytes and we found it!!!



Incident Analysis - Example



IR: Functional Impact Categories



IR: Information Impact Categories



IR: Recoverability Effort Categories



Incident Analysis - Example



Phase 3: Incident Containment, Eradication & Recovery 

Factors to consider for containment actions:
• Potential damage to and theft of resources 
• Need for evidence preservation 
• Requirements for service availability
• Time and resources needed for containment 
• Effectiveness (e.g., partial containment, full containment) 
• Duration of the solution (e.g., emergency solution in four 

hours, temporary workaround to be removed in two weeks, 
permanent solution)



Incident Containment, Eradication & Recovery -
Example

• ENG2015A was disconnected from network

• Trojan was removed

• Other computers checked, ENG2015A was the only affected computer

• Reviewed file system to determine when system was compromised

• User reported that he received an email and clicked on the link

• Re-imaged ENG2015A

• Installed applications on ENG2015A, verified suspicious email was 
delete/purged



Incident Containment, Eradication & Recovery - Example



Phase 4: Post-incident Activities

Follow-up is important after each incident:

• Exactly what happened, what was the timetable? 
• How well did staff and management perform in dealing with the incident? Were 

the documented procedures followed? Were they adequate? 
• What information was needed earlier? 
• Were any steps or actions taken that might have inhibited the recovery? 
• What would the staff and management do differently next time?
• How could information sharing with other organizations have been improved? 
• What corrective actions can prevent similar incidents in the future? 
• What precursors or indicators should be watched for in the future to detect 

similar incidents? 



Post-incident Activities - Example





Tabletop Exercise (TTX)

Module 2 



Goals:

• Prepare participants to conduct TTX in their 
environment

• Simulate steps for each incident response phase

• Learn from your peers to take back to your utility

Tabletop Exercise (TTX)



• Introduction to Bison Valley Electric Cooperative
– Distribution electric utility with 55,000 members
– Has an AMI system

• Injects and Responses
– A Facilitator for every 2 tables, 2 Technical experts roaming (raise flag)
– One Scribe and one Speaker selected (volunteered) per table
– Several injects (describing incident events), introduced one at a time
– Table discussions on what actions should be taken in response to inject
– Short description of responses will be written on flipchart
– After discussing each inject, 2 tables will present their responses

• Hot Wash
– At the end, we will debrief following Hot Wash format

TTX Structure



• Everyone speaks

• Respect the speaker

• Titles left outside the door

• No idea is dumb

• Avoid “Bar Discussions”

• Start on Time / End on Time

TTX Guidelines and Ground Rules



Bison Valley Electric Coop
.



TTX : Inject 1
6/3/2019 2PM
• BVEC IT noticed huge amount of events/alarms on BVEC firewall.

Source addresses were showing many different countries including US. 

• Several members notified BVEC that www.bvec.net website is not available.

• Internet Service Provider notified BVEC about Distributed Denial of Service 
attack targeting BVEC servers.
Attack last for 2.5 hours with 45Gbps at the peak.

• BVEC IT found that 7 external mailboxes (OWA) were locked due to 
unsuccessful login attempts.



TTX : Inject 2

6/4/2019 10PM
• Several BVEC employees received email from 

organization or person called ShadowHamsters. 

• They are requesting to pay 200 Bitcoins in 48 hours, 
otherwise BVEC system will be shut down, but they 
are not describing any details. 



TTX : Inject 3
6/5/2019 7AM
• BVEC IT Department received several calls from other BVEC 

employees who are not able to login into BVEC network. IT 
Department quickly found that BVEC Active Directory system 
has been compromised and even system administrators are not 
able to login into workstations, servers, domain controllers.

6/5/2019 9AM
• FedEx courier delivered envelope with ransom request from 

ShadowHamsters and details on how to pay ransom.



TTX : Inject 4
6/5/2019 11AM

• BVEC IT Department restored Active Directory 
from backup and everything return to normal.
After about one hour employees were not able 
to login into BVEC network again.





Module 3

HOT WASH

1. Top 3 Takeaways

2. Top 3 Next Steps

3. Feedback



Thanks!
jaceks@sedata.com

mailto:jaceks@sedata.com

